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Abstract. In recent years, 360-degree VR (Virtual Reality) video has
brought an immersive way to consume content. People can watch matches,
play games and view movies by wearing VR headsets. To provide such
online VR video services anywhere and anytime, the VR videos need to
be delivered over wireless networks. However, due to the huge data vol-
ume and the frequent viewport-updating of VR video, its delivery over
mobile networks is extremely difficult. One of the difficulties for the VR
video streaming is the latency issue, i.e., the necessary viewport data
cannot be timely updated to keep pace with the rapid viewport motion
during viewing VR videos. To deal with this problem, this paper presents
a joint EPC (Evolved Packet Core) and RAN (Radio Access Network)
tile-caching scheme that pushes the duplicates of VR video tiles near the
user end. Based on the predicted viewport-popularity of the VR video,
the collaborative tile data caching between the EPC and RAN is formu-
lated as a 0-1 knapsack problem, and then solved by a genetic algorithm
(GA). Experimental results show that the proposed scheme can achieve
great improvements in terms of the saved transmission bandwidth as well
as the latency over the scheme of traditional full-size video caching and
the scheme that the tiles are only cached in the EPC.

Keywords: VR · Cache · EPC · RAN · Video tiles.

1 Introduction

Recently, the 360-degree VR video applications are becoming more and more
popular with the increasing maturity of VR technology. At the same time, the
rapid development of wireless communication has made it possible to distribute
360-degree VR videos over wireless networks.

To create an immersive experience for the end users, panoramic VR video
provides a 360×180 degree field of view with a high resolution (4K or beyond),
and thus usually tends to consume a large amount of storage space and transmis-
sion bandwidth. Furthermore, due to the particularly interactive nature of the
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viewport data delivery, VR video systems have very strict latency requirements
[11]. This brings a great pressure on the network especially the wireless part. It
is quite challenging to transmit VR videos over mobile networks.

Since VR video consumes bandwidth, a number of VR video coding and
transmission approaches were proposed by researchers to reduce the data volume
by applying source data compression. In [4], a region-adaptive video smoothing
approach was proposed to improve the encoding efficiency by considering the
particular characteristics of sphere-to-plane projection. To enhance the ability
of spatial random access, VR video tiling was also used during streaming. In
[7], Gaddam et al. applied a tiling scheme to deliver different quality levels for
different parts of the panoramic VR videos. In [14], Skupin et al. proposed an
alternative approach to 360◦ video facilitating HEVC (High Efficiency Video
Coding) tiles. To reduce the necessary data amount for the user, an approach
was presented by Guntur et al. in [8] to transmit the tiled regions of a video to
support RoI (Region of Interest) streaming. By taking a step further, Corbillon
et al. in [5] proposed a viewport-adaptive 360-degree video streaming system to
transmit VR videos by reducing the transmitted bit-rates of tiles. From the video
networking perspective, the Dynamic Adaptive Streaming over HTTP (DASH)
for 360-degree VR videos can also reduce the transmitted VR video data [9,
10]. The above-mentioned approaches can reduce the transmitted VR video data
amount significantly. However, due to multi-user concurrent requests, current VR
video applications still consume higher bandwidth that incurs large transmission
delay.

To deal with the latency issue of video streaming, video caching has been
proposed to push duplicate videos near the user ends. This way can reduce the
duplicate content transmissions and relieve the pressure on mobile networks as
well. In [16], Xie et al. studied the effects of different access types on Inter-
net video services and their implications on Content Delivery Network (CDN)
caching. Franky et al. in [6] studied a video cache system which can reduce the
video traffic and the loading time. In [18], Zhou et al. proposed a QoE-driven
video cache allocation scheme for mobile cloud server. These methods are very
effective in reducing the delivery latency in the fixed broadband networks, but
in mobile networks, they cannot achieve the same results.

To further reduce the latency, cache servers can be deployed to the RAN that
is closest to the user end. In [15], Wang et al. studied the caching techniques
for both the EPC and RAN. In [12], Shen et al. designed an information-aware
QoE-centric mobile video cache scheme. In [1], Ahlehagh et al. introduced a
video-aware caching scheme in the RAN. Ye et al. in [17] studied the quality-
aware DASH video caching scheme at mobile network edge. These approaches
can further reduce the video streaming latency by caching the content in mobile
networks. However, they neglected the collaboration between the EPC and RAN
during the video data caching. In addition, these video caching approaches were
originally designed for full-size videos and they cannot efficiently work for the
VR videos due to the particular characteristic of VR videos, i.e., the tremendous
size of video data, which might take up too much cache space.
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Usually, people watch only a part of the VR video spatially not the full-size
video, and thus the VR video can be cached with the tiled-chunk representation
to reduce the occupied cache space. The VR video sequence is first segmented
into several tiles spatially and then a number of chunks temporally. The tiled-
chunk data is deployed in the EPC and RAN beforehand according to the predic-
tion of user’s viewport popularity. Additionally, taking account of the differences
in transmission distance between the RAN cache and the EPC cache, the joint
RAN and EPC caching scheme needs to designed. On the one hand, caches in
the RAN are close to the end-user which can save the content transmission la-
tency and relieve the bandwidth pressure for the backhaul network. However,
the cache space in the RAN is strictly limited and each eNodeB (evolved NodeB)
in the RAN may only serve a few users, which results in low cache hit rate in
some cases. On the other hand, caches in the EPC aggregate many UEs (User
Equipments) and the cache hit rate is higher, but it will incur higher latency
than that in the RAN. To deal with these issues mentioned above, we propose
to tile the VR video and cache the tiled VR video chunks in the EPC and RAN
collaboratively.

By making full consideration of the characteristics of VR videos and the
architecture of mobile networks, this paper presents a joint EPC and RAN tile-
caching scheme for mobile networks. The contributions of this paper are sum-
marized below.
– Taking into account the fact that only a small portion of the complete 360-

degree VR video is visible to a viewer, a tile-caching scheme is proposed.
By segmenting VR videos into several tiles spatially and a series of chunks
temporally, the tiles within the users’ viewports are more likely to be cached
than the tiles out of the viewports. This can significantly save the cache
space compared to the full-size video caching strategy.

– To reduce the user-perceived latency as well as the redundant traffic over the
network, caches are deployed in both the EPC and RAN. Moreover, the joint
EPC and RAN tile-caching scheme is proposed to maximize the saved system
bandwidth cost subject to the constraint of viewport-requesting latency. The
caching optimization process is formulated as a 0-1 knapsack problem, and
then solved by a GA.
The rest of the paper is organized as follows. In Section 2, the proposed

joint EPC and RAN tile-caching scheme is described. Experimental results are
provided in Section 3. Finally, Section 4 concludes the paper.

2 Joint EPC and RAN Tile-Caching Scheme
The proposed joint EPC and RAN tile-caching scheme is shown in Fig. 1. Based
on the architecture of mobile networks, the EPC and each RAN are equipped
with a cache respectively, and they are regarded as the cache nodes. The cache
in the EPC is deployed in the Packet Data Network Gateway (P-GW) and the
caches for each RAN are deployed in eNodeBs. In addition, there is a logically
centrally-deployed entity (Content Controller) which is connected to the P-GW.
The Content Controller is responsible for recognizing VR video request from
the UEs and then performs the caching optimization algorithm in terms of the
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collected information from each cache node. To improve the cache hit rate for
different tiles in the video, a collaborative caching approach is used to optimize
the caching placement of tiles among the EPC and RAN. The cache nodes cache
the VR video tiles based on the optimization computation results.

Source

Server
Internet

EPC

MME

S-GW

P-GW

UE

RAN

eNodeB

Content

Controller

Fig. 1. Joint EPC and RAN tile-caching scheme.

In the optimization, the VR video tiles within users’ viewports are more likely
to be cached near the UE. Once a viewer requests a VR video viewport using a
UE, the eNodeB will check whether the requested viewports were already existed
in the RAN cache. If the requested data is available, the RAN cache node will
serve the request and the requested VR video tiles will be transmitted to the UE
through the wireless radio access network. If the requested data is not available
locally in the RAN, the request will be transferred to the Content Controller to
check whether the EPC and the other RAN cache nodes have had already cached
the requested VR video tiles. If cached, the VR video tiles will be transmitted to
the corresponding eNodeB through wired connections from EPC cache node or
through wireless connections (e.g., interface X2 [15]) from the other RAN cache
nodes, and finally transmitted to the UE. If none of the cache nodes had cached
the requested VR video viewports, the request can only be served by the source
server on the Internet.

2.1 Tile-caching problem formulation

{ 
Fig. 2. Tile partition and viewport moving.

According to the limitation of the field of view (usually 120 degrees) for
human eyes, only a small part of the full frame VR image is watched in one
moment which is called the viewport. That means only the VR video tiles within
the viewport can be displayed on UE for watching. As shown in Fig. 2, the areas
in the orange rectangles are frequently watched by the users that they can be
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predicted in terms of the popularity of viewport. The popularity of viewport in
the whole image is obtained via the saliency map prediction approach [13].

We define T = {0, 1, ..., t, ..., T} the set of the time slots andK = {1, 2, ..., k, ...,
K} the set of VR videos. For a VR video k, M×N VR video tiles were obtained
after the tiling process. vkmn

t denotes the VR video tile at the mth row and nth
column (0 < m ≤ M , 0 < n ≤ N) in the kth video at the time slot t. Simi-
larly, in the temporal dimension, the tiles were also divided into many chunks.
Because the user’s viewport varies with time and one chunk is with very short
time, we can use an enlarged and unchanged viewport to denote the viewports
for all frames in the whole chunk. The request from UE for the VR video k at
the time of t denotes the request for a set of VR video tiles V kmn

t covered by
the enlarged viewport (mt

u ≤ m ≤ mt
b, n

t
l ≤ n ≤ nt

r) at the time of t. mt
u, m

t
b,

nt
l and nt

r denote the tile number of the up row, bottom row, left column and
right column that the viewport occupies, respectively. As a consequence, once
the set of VR video tiles V kmn

t are cached, the whole VR video is supposed to be
cached technically because the tiles out of the viewport in the chunk are usually
not necessarily watched.

Source Server

0

1

EPC cache/P-GW

RAN caches/ 

eNodeBs
... i j L...

 

 

 

Fig. 3. The joint EPC and RAN tile-caching network architecture.

In the joint EPC and RAN tile-caching scheme, caches are deployed inside
both the EPC (P-GW) and the RAN (eNodeB). The caching network architec-
ture is abstracted as the graph in Fig. 3. Denote ci as the unit cost for trans-
ferring VR video tiles from the P-GW to eNodeB i, c0 as the unit cost when
transferring VR video tiles from the source server to P-GW and cij as the unit
cost when transferring VR video tiles between eNodeBs i and j. To formulate the
tile-caching problem, the transmission bandwidth cost of VR videos is utilized as
the optimization metric. The optimization goal of the scheme is to minimize the
total bandwidth cost for serving all VR video requests subjecting to the overall
disk storage limitation of cache nodes and the system latency constraint. Eas-
ily, the problem can be transformed into an equivalent problem of maximizing
the saving cost subjecting to the cache space limitation and latency constraint
compared to the way that obtains VR video tiles from the source server.

Denote the 0-1 variable xkmn
t,i as the indication of whether the VR video tile

vkmn
t is cached in the cache node i. If node i had already cached the VR video
tile vkmn

t , xkmn
t,i = 1; otherwise xkmn

t,i = 0. Based on the above definition, there
are basically four ways to fetch a VR video for viewers:
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– If the cache node eNodeB i can fulfill the request from the UE locally for
the VR video tile vkmn

t , the unit cost saving is c0 + ci.
– If the request cannot be fulfilled locally by eNodeB i but can be fulfilled

by the other eNodeBs, e.g., the node j (i ̸= j), the unit cost saving can be
written as c0 + ci − cij .

– If the request can be fulfilled by the EPC cache at the P-GW, the unit cost
saving is c0.

– If the request can only be fulfilled from the source server on the Internet,
the unit cost saving is 0.
In the following, we define the saved bandwidth cost P kmn

t,i when the request

for the VR video tile vkmn
t at node i is fulfilled by the EPC cache. P kmn

t,i is given
by P kmn

t,i = c0 × xkmn
t,0 . (1)

Also, the maximal saved cost Qkmn
t,ij when the request for VR video tile vkmn

t at
node i is fulfilled by another eNodeB j is defined as

Qkmn
t,ij = max

j∈L\{i}
{(c0 + ci − cij)y

kmn
t,ij }, (2)

where L is the set of the cache nodes which can be expressed as L = {0, 1, .., i, ..., j,
..., L}, and ykmn

t,ij is also a 0-1 variable which indicates whether the request for

the VR video tile vkmn
t from the UE connecting to eNodeB i is transferred to

eNodeB j.
Based on the above analysis, the total saved cost τ for UEs compared to the

way that obtains VR video from the source server can be calculated as:
τ =

∑
t∈T

∑
k∈K

τk(Xt)

=
∑
t∈T

∑
k∈K

∑
i∈L

∑
mt

u≤m≤mt
b

∑
nt
l
≤n≤nt

r

λkmn
t,i · skmn

t · [xkmn
t,i ·

(c0 + ci) + (1− xkmn
t,i ) ·max{P kmn

t,i , Qkmn
t,ij }], (3)

where τk(·) is a function to calculate the saved bandwidth cost for the VR video
k. Xt is a set of 0-1 variable xkmn

t,i that denotes the caching result of a VR video
k at the time of t, and Xt can be expressed as

Xt = (xk11
t,0 , xk12

t,0 , ..., xkmn
t,0 , ..., xkmn

t,i , ..., xkMN
t,L ). (4)

where skmn
t denotes the file size of the VR video tile vkmn

t . The request proba-
bility λkmn

t,i for the VR video tile vkmn
t from the UE connecting to eNodeB i is

given by
λkmn
t,i = ξki · θkmn

t , (5)
where ξki indicates the probability of requesting for the VR video k from the UE
connecting to eNodeB i. θkmn

t denotes the probability of requesting for the tile
vkmn
t in VR video k, which can be obtained from the viewport popularity data
of the VR videos.

Finally, the tile caching optimization problem of maximizing the saving cost
τ can be mathematically formulated as

max
Xt

τ (6)

s.t.
∑
t∈T

∑
k∈K

∑
m∈{1,2,...,M}

∑
n∈{1,2,...,N}

skmn
t xkmn

t,i ≤ Bi (7)

xkmn
t,i ∈ {0, 1}, ∀i ∈ L, t ∈ T , k ∈ K,

m ∈ {1, 2, ...,M}, n ∈ {1, 2, ..., N} (8)
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max

i

{
xkmn
t,i ·skmn

t

wi

}
≤ T, when

∑
i

xkmn
t,i ̸= 0,

skmn
t
ws
≤ T, otherwise,

∀t ∈ T , k ∈ K,mt
u ≤ m ≤ mt

b, n
t
l ≤ n ≤ nt

r,

(9)

where Bi denotes the cache space of the cache node i, wi and ws denote the
available bandwidth from RAN cache node i to the UE and from the source
server to the UE, respectively. T denotes the maximum limitation of transmission
latency.

We know that, constraint (7) is used for cache space optimization. It guaran-
tees that the space which the cached VR video tiles occupies doesn’t exceed the
cache space limitation. Constraint (8) indicates that the VR video tiles cannot be
further divided anymore. 1 and 0 denote whether the cache node cached the VR
video tile or not, respectively. Constraint (9) shows that the request for the tiles
within the user’s viewport should be responded and fulfilled timely under the
constraint of transmission latency T . Specifically, the latency for transmitting
the requested VR video tiles should be less than or equal to the maximum lim-
itation of transmission latency T . In the caching system, the delivery distances
for the tiles that the viewport covers are different because they are probably
located in different cache nodes. Obviously, the delivery latency for the view-
port depends on the maximum delivery latency for all the tiles within the user’s
viewport.

2.2 Solution

Algorithm 1 GA for the joint EPC and RAN tile-caching optimization

Input: The population size spop, the chromosome length l, the probability of perform-
ing crossover pc, probability of mutation pm and the termination number of generations
nge.
Output: The optimal caching result X.

1: Initialization: generate the population of X. The number of generation g ← 0.
2: repeat
3: Selection: calculate the fitness function according to Eq. (3), specially τ ← 0

if the X cannot satisfy the constraints.
4: Sort the individuals according to τ in a decending order and select a portion

of population using roulette wheel selection to breed a new generation.
5: Crossover: update pc, calculate the number of crossover spop × pc, and do the

crossover operation to generate a new generation.
6: Mutation: calculate the number of mutation spop×pm, and mutate to generate

a second generation.
7: g ← g + 1.
8: until g = nge.
9: return X of the highest τ .

Based on the formulations from (6) to (9), the tile-caching problem is in
line with the definition of the 0-1 knapsack problem. Due to its combinatorial
nature, 0-1 knapsack is a NP-hard problem. As we all know, the GA has the
advantage of the global optimization and the parallelism in seeking the solutions
to the optimization problem, which indicates the solution-searching process can
be implemented in parallel. Thus, to find the final result of placing VR video
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tiles in the cache nodes, we adopt the GA, a kind of heuristic algorithm, to solve
the proposed optimization problem.

In the GA for joint EPC and RAN tile-caching optimization, the final opti-
mization result X that has the highest fitness value is a set of Xt (t ∈ T ) for all
the videos in K. To represent the solution space in GA, we use the binary coding
string X as the chromosome. The chromosome length l denotes the number of
the 0-1 variables xkmn

t,i in one of the solution results X. Firstly, the population
size spop, the chromosome length l, the probability of performing crossover pc,
probability of mutation pm and the termination criteria (the fixed number of
generations nge) are initialized. Then, the first generation of population is ini-
tialized by generating the candidate solutions of the caching result X. Next, the
fitness value τ of each population X is calculated in terms of Eq. (3). If the
individual X doesn’t satisfy the constraints (7), (8) or (9), the fitness value τ
will be zero. In step 4, roulette wheel selection is used to select a portion of pop-
ulation to breed a new generation. In order to avoid the problem of premature
convergence, scale factor is introduced to update pc in step 5 [2]. In steps 5-6,
the operations of crossover and mutation are performed to generate a second
generation. Finally, after nge loops, we can get the optimal caching result X.
Since the GA belongs to a non-deterministic class of algorithms, the optimal so-
lution may vary for each run of the algorithm with the same input parameters.
Thus the final result X is rather sub-optimal. The specific GA for joint EPC
and RAN tile-caching optimization is shown in Algorithm 1.

3 Experimental Results
3.1 Experimental setup

Table 1. Experimental parameters

Tile size
Viewport

size
Chunk
length

RAN cache
number (L)

Cache size
in eNodeB

UE number
per eNodeB

T c0 ci

960×960 1920×1080 1s 40 10G 100 15ms 100 5

cij wi ws spop l pc pm nge

2∼10 600Mbps 150Mbps 50 2000 0.7∼0.9 0.02 500

To evaluate the proposed joint EPC and RAN tile-caching scheme, we devel-
oped a custom software in Java to realize the optimization algorithm. HEVC ref-
erence software HM 15.0 was used to encode the VR videos. The five 360-degree
VR video test sequences with spatial size of 3840×1920 (AerialCity, Driving-
InCity, DrivingInCountry, Harbor and PoleVault le) were obtained from JVET
[3]. They were divided into 4×2 tiles for the caching optimization scheme. The
popularity of the VR videos (ξ in Eq. (5)) is assumed to follow a Zipf popularity
distribution and the VR video k is requested with the probability ξk = β/kα,

where β = (
∑K

k=1 k
−α)−1. The Zipf parameter α was initialized as 0.75. The

capacity ratio, which means the ratio of the aggregate size of video tiles to the
total cache size was set to 60%. The key experimental parameters are shown in
Table 1. To verify the performance of the proposed Joint EPC and RAN Tile-
Caching (JERTC) scheme, we compared the proposed JERTC scheme with the
scheme of Full-size VR video Caching without tiling (FC). Also, the Only EPC
Caching (OEC) scheme was compared with the FC scheme. As the benchmark
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scheme, the FC scheme is based on the well-known Least Recently Used (LRU)
caching algorithm [1].

3.2 An illustration of the caching optimization result

Fig. 4 illustrates one example of the caching optimization result. Xt is an exam-
ple extracted from the optimization result X for the VR video k at the time of
t. 0 means that the corresponding video tile should not be cached in the cache
node i. On the contrary, the video tile marked 1 should be cached in the cache
node i. It can be seen from Fig. 4 that the tiles within the viewport are more
probable to be cached locally in the wireless access network.

0

0

0

0

=  ...01100110...

0

1

EPC cache/P-GW

RAN caches/ 

eNodeBs
... i j L...

1 1

1 1

Fig. 4. One example of tile placement in the ith eNodeB.

3.3 Bandwidth and latency performances
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Fig. 5. (a) The curves of the saved bandwidth cost vs. the cache hit rate for the JERTC,
OEC and FC scheme. (b) The curves of the saved latency vs. the cache hit rate for the
JERTC scheme and the OEC scheme against the FC scheme.

Fig. 5(a) shows the saved bandwidth cost curves with the increasing cache
hit rates for the JERTC scheme, the OEC scheme and the FC scheme. Due to
the limitation of the cache space in the eNodeB, the cache hit rate of the FC
scheme can reach only to about 40% (α = 0.75, capacity ratio is 60%). It can be
seen from Fig. 5(a) that the proposed JERTC scheme can save more bandwidth
cost than the OEC scheme at the same cache hit rate. It highlights the great
effectiveness and advantages of the JERTC scheme against the OEC and FC.
With the increasing of the cache hit rate, all the three schemes can save more
bandwidth because more VR video tiles were found in the cache nodes in the
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mobile network. Besides, in Fig. 5(a) the gap between JERTC and OEC curves
at the low cache hit rate is larger than that at high cache hit rate. With the
increasing cache hit rate, the gap between the two schemes is gradually reduced.
This is because at low cache hit rate, the requests from UE are mostly served
by the source server besides the EPC cache node for the OEC scheme, and
comparably most of the requests are served by RAN cache nodes and the EPC
cache node for the proposed scheme. Consequently, the OEC scheme consumes
more bandwidth than the proposed scheme at low cache hit rate. In contrast,
at high cache hit rate, only a small part of the requests need to be served by
the source server for the OEC scheme. Thus, a narrowing gap between the two
schemes arises at high cache hit rate in Fig. 5(a).

The streaming latency is also a key factor affecting the VR video viewing
experience. The saved percentage of the latency ηt for each scheme against the
FC scheme is defined as ηt = (tf−ts)/ts×100%, where tf and ts are the latencies
for the FC scheme and for the scheme to be compared, respectively. The curves
of the saved latency versus the cache hit rate of the JERTC scheme and the
OEC scheme are shown in Fig. 5(b). In the figure, when the cache hit rate of the
scheme to be compared was more than 40%, the comparisons were performed
with the result of FC at the cache hit rate of 40%. It is obvious that the proposed
JERTC scheme can save more latency than the OEC scheme at the same cache
hit rate. Averagely, the proposed scheme can save the latency by 10% over the
OEC scheme and 80% over the FC scheme. What’s more, the saved latencies
of the both schemes grow with the increasing of the the cache hit rate because
more VR video tiles were found in the cache nodes in the RAN and EPC.

3.4 Effects of capacity ratio and Zipf parameter on performance
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Fig. 6. (a) The curves of the saved bandwidth cost vs. the capacity ratio and (b) the
curves of the cache hit rate vs. the capacity ratio for the JERTC, OEC and FC schemes.

The capacity size affects the cache performance directly. The saved band-
width and the cache hit rate were measured with a set of capacity ratios varying
from 20% to 80% as shown in Fig. 6. In the experiments, the request routing
followed the description in the second paragraph in Section 2. It can be seen from
Fig. 6 that all three schemes can save more bandwidth and achieve higher cache
hit rate with the increasing of the capacity ratio. It illustrates that larger ca-
pacity size will significantly increase the cache hit rate and correspondingly save
more bandwidth cost. In Fig. 6(a), the proposed JERTC scheme can save the
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most bandwidth cost among all three schemes. It indicates that the tile caching
scheme can increase the cache hit rate of tiles due to its smaller cache size to
cater for the viewport-requesting way against the full-size caching. This is also
verified by the cache hit rate to capacity ratio comparisons among the JERTC,
OEC and FC schemes, as shown in Fig. 6(b).
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Fig. 7. (a) The curves of the saved bandwidth cost vs. the Zipf parameter and (b)
the curves of the cache hit rate vs. the Zipf parameter for the JERTC, OEC and FC
scheme.

Zipf distribution parameter α also affects the performance of the caching
schemes. It can be seen from Fig. 7(a) that the proposed JERTC scheme can
save more bandwidth cost than the OEC and FC schemes with the increasing α.
It is because larger α value increases the hit-rate of viewport requesting for each
VR video in the caches for the JERTC scheme. It is finally evidenced by the
increased cache bit-rate, as shown in Fig. 7(b). Though the other two schemes
both improve the caching performance in bandwidth cost and cache hit rate
with the increasing α, their improvements are smaller than that of the JERTC
scheme due to the farther caching position for OEC scheme and the larger spatial
caching size for FC scheme.

4 Conclusion
In this paper, a joint EPC and RAN tile-caching scheme of 360-degree VR videos
is proposed for mobile networks. By fully considering the tiling characteristics
of VR videos and the restriction nature of the cache space in mobile networks,
360-degree VR video tiles are jointly cached in both EPC and RAN using the 0-1
knapsack optimization. Experimental results show that the proposed joint EPC
and RAN tile-caching scheme can significantly reduce the duplicate video tile
transmissions which relieves the pressure on mobile networks and at the same
time reduces the latency to ensure the requirements of VR applications. In our
future work, a network-adaptive data scheduling will be studied and integrated
with the scheme to further improve the VR video streaming performance.
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